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摘要

許多現實世界的人工智慧問題都帶有對偶性質，也就是說，我們可

以直接調換一個任務的輸入和目標來形成另外一個任務。機器翻譯是

一個很經典的例子，舉例來說，從英文翻譯至中文有一個對偶任務為

從中文翻譯至英文。語音辨識和語音合成之間也有結構對偶性。給定

一個資訊文本的片段，回答問題和產生問題也是對偶態。最近的研究

於有效利用任務之間的對偶性來提升表現也顯現了對偶性的重要性。

自然語言理解和自然語言生成皆為自然語言處理以及對話領域的重

要研究主題，自然語言理解的目標是抽取出給定語句的核心語意，而

自然語言生成則相反，其目標是為基於給定的語意建構對應的句子。

然而，語言理解和語言生成之間的對偶性尚未被探討過。

本篇論文旨在探究自然語言理解和自然語言生成之間的結構對偶

性。在本篇論文中，我們展示五篇連續的研究，每一篇聚焦在學習以

及資料情境的不同層面。第一，我們有效利用了自然語言理解和自然

語言生成之間的對偶性並將其作為正則化項導入學習目標。此外，我

們利用專業知識來設計適合的方法來估計資料分布。第二，我們進一

步提出了聯合學習框架，提供了使用不只是監督式學習還有非監督式

學習演算法的彈性、且使兩個模型之間能夠順暢流通梯度。第三，我

們研究如何利用最大化相互資訊來增強聯合學習框架。上述的研究都

是在訓練階段有效利用對偶性，因此最後，我們向前邁進一步、在推

論階段以及預訓練後的微調階段利用對偶性。每一篇研究都展示了一

個用不同方式來有效利用對偶性的新模型或是學習框架，總合起來，

這篇論文探索了有效利用自然語言理解和自然語言生成之間的結構對

vii
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偶性的一個新研究方向。

關鍵字：對話系統，自然語言理解，自然語言生成，對偶學習，語意

理解，語句生成
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Abstract

Many real­world artificial intelligence tasks come with a dual form; that

is, we could directly swap the input and the target of a task to formulate an­

other task. Machine translation is a classic example, for example, translating

from English to Chinese has a dual task of translating from Chinese to En­

glish. Automatic speech recognition (ASR) and text­to­speech (TTS) also

have structural duality. Given a piece of informative context, question an­

swering and question generation are in dual form. The recent studies magni­

fied the importance of the duality by boosting the performance of both tasks

with the exploitation of the duality.

Natural language understanding (NLU) and natural language generation

(NLG) are both critical research topics in the NLP and dialogue fields. The

goal of natural language understanding is to extract the core semanticmeaning

from the given utterances, while natural language generation is opposite, of

which the goal is to construct corresponding sentences based on the given

semantics. However, the dual property between understanding and generation

has been rarely explored.

This main goal of this dissertation is to investigate the structural duality

between NLU and NLG. In this thesis, we present four consecutive studies,

each focuses on different aspects of learning and data settings. First, we ex­

ploits the duality between NLU and NLG and introduces it into the learning

objective as the regularization term. Moreover, expert knowledge is incorpo­

rated to design suitable approaches for estimating data distribution. Second,

ix
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we further propose a joint learning framework, which provides flexibility of

incorporating not only supervised but also unsupervised learning algorithms

and enables the gradient to propagate through twomodules seamlessly. Third,

we study how to enhance the joint framework by mutual information maxi­

mization. Above works exploit the duality in the training stage, hence lastly,

we make a step forward to leverage the duality in the inference stage and

the finetuning stage after pretraining. Each work presents a new model and

learning framework exploiting the duality in different manners. Together,

this dissertation explores a new research direction of exploiting the duality

between language understanding and generation.

Keywords: dialogue systems, natural language understanding, natural lan­

guage generation, dual learning
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Chapter 1

Introduction

1.1 Motivation

Many real­world artificial intelligence tasks come with a dual form; that is, we could

directly swap the input and the target of a task to formulate another task. Machine transla­

tion is a classic example, for example, translating from English to Chinese has a dual task

of translating from Chinese to English. Automatic speech recognition (ASR) and text­to­

speech (TTS) also have structural duality. Given a piece of informative context, question

answering and question generation are in dual form. The recent studies magnified the im­

portance of the duality by boosting the performance of both tasks with the exploitation of

the duality.

Natural language understanding (NLU) and natural language generation (NLG) are

both critical research topics in the NLP and dialogue fields. The goal of natural language

understanding is to extract the core semantic meaning from the given utterances, while

natural language generation is opposite, of which the goal is to construct corresponding

sentences based on the given semantics. However, the dual property between understand­

ing and generation has been rarely explored.

This main goal of this dissertation is to investigate the structural duality between NLU

and NLG. In this thesis, we present five consecutive studies, each focuses on different

aspects of learning and data settings. First, we exploits the duality between NLU and

NLG and introduces it into the learning objective as the regularization term. Moreover,

1
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expert knowledge is incorporated to design suitable approaches for estimating data distri­

bution. Second, we further propose a joint learning framework, which provides flexibility

of incorporating not only supervised but also unsupervised learning algorithms and en­

ables the gradient to propagate through two modules seamlessly. Third, we study how to

enhance the joint framework by mutual information maximization. Fourth, since above

works exploit the duality in the training stage, hence we make a step forward to leverage

the duality in the inference stage. Lastly, we finetune the pretrained language models on

the two dual tasks and achieve the goal of solving two dual tasks in a single model. Each

work presents a new model and learning framework exploiting the duality in different

manners. Together, this dissertation explores a new research direction of exploiting the

duality between language understanding and generation.

1.2 Contributions

• We were among the first to investigate the duality between natural language under­

standing and generation.

• We present five consecutive studies, each focuses on different aspects of learning

and data settings, including supervised learning with auxiliary objectives, semi­

supervised learning, inference, and finetuning.

• Each work presents a new model and learning framework exploiting the duality in

different manners, where we focus on both robustness and scalability.

1.3 Thesis Structure

The thesis is organized as below.

• Chapter 2 ­ Background

This chapter introduce background knowledge utilized in the proposed methods.

• Chapter 3 ­ Related Works

This chapter reviews related works.

2
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• Chapter 4 ­ Dual Supervised Learning

In this chapter, we first focus on supervised learning and exploit the duality between

NLU and NLG and introduces it into the learning objective as the regularization

term. This chapter is based on our work [1].

• Chapter 5 ­ Joint Dual Learning

In this chapter, we focus on semi­supervised learning and further propose a joint

learning framework, which provides flexibility of incorporating not only supervised

but also unsupervised learning algorithms and enables the gradient to propagate

through two modules seamlessly. This chapter is based on our work [2].

• Chapter 6 ­ Dual Mutual Information Maximization

In this chapter, we study how to enhance the joint framework by mutual information

maximization. We propose to improve the mutual information between language

and semantics in training.

• Chapter 7 ­ Dual Inference

Above works exploit the duality in the training stage, hence in this chapter, we make

a step forward to leverage the duality in the inference stage. This chapter is based

on our work [3].

• Chapter 8 ­ Dual Finetuning

In this chapter, we study how to finetune the pretrained language models on the two

dual tasks and achieve the goal of solving two dual tasks in a single model.

• Chapter 9 ­ Conclusion and Future Work

In this chapter, we conclude this thesis and discuss future work and challenges in

this research direction.

3
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Chapter 2

Background

In this chapter, we first introduce some background knowledge required for this thesis,

then describe the problem formulation, and finally detail the data we conducted in the

experiments.

2.1 Recurrent Neural Models

In this section, we will introduce the standard recurrent neural network (RNN) and Gated

Recurrent Unit (GRU) used in the baseline models.

2.1.1 Recurrent Neural Network (RNN)

RNN [4] is designed to capture information of time dimension of a sequential observa­

tions (x1, x2, . . . , xT ). The network will generate a sequence of hidden representations

(h1, h2, . . . , hT ), where ht encodes observations (x1, x2, . . . , xt). The hidden representa­

tion is generated recursively like equation 2.1:

ht = σ(Whxt + Uhht−1 + bh) (2.1)

σ is a non­linear activation function applied element­wise(e.g., tanh) andWh, Uh and

bh are the weight and bias to be learned. At each timestep, the hidden state ht is used to

predict a target output ot through a linear projection. For example, if we want to predict

5
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the next word in a sentence, the target output ot will be the probabilities of each word in

the vocabulary. Formally,

ot = softmax(Wyht + by) (2.2)

whereWy and by are parameters to be learned.

2.1.2 Gated Recurrent Unit (GRU)

As the observations become longer and longer, the RNN model described in Sec. 2.1.1

will encounter the gradient vanish problem. The problem is that: network uses back prop­

agation to compute gradients. After multiplying numbers smaller than one several times,

the “front” time step may receive very small gradient which makes it untrainable. GRU

cell [5] is proposed to solve this problem. The internal structure of a GRU cell is:

rt = σ(Wr · [ht−1, xt]), (2.3)

zt = σ(Wz · [ht−1, xt]), (2.4)

h̃t = tanh(Wh̃ · [rt ∗ ht−1, xt]), (2.5)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t. (2.6)

where Wr is the parameter for reset gate, and Wz is the parameter for update gate. The

new hidden state ht is updated by the linear interpolation of original hidden state and

transformed hidden state h̃t weighted by update gate.

2.2 Transformer

RNN­based models typically require to generate a sequence of hidden states ht as a func­

tion of the previous hidden state ht−1 and the input for position t. This inherently sequen­

tial nature precludes parallelization within training examples, which becomes critical at

longer sequence lengths. CNN­based models [6], on the other hand, cause difficulties

to learn dependencies between distant positions. Recently Transformer [7] is proposed,

6
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Figure 2.1: The model architecture of Transformer.

which based solely on parallelizable attention mechanisms, dispensing with recurrence

and convolutions entirely. The model architecture is illustrated in Figure 2.1.

2.2.1 Multi­Head Attention

An attention function can be described as mapping a query and a set of key­value pairs

to an output, where the query, keys, values, and output are all vectors. The output is

computed as a weighted sum of the values, where the weight assigned to each value is

computed by a compatibility function of the query with the corresponding key.

In Transformer, Vaswani et al. [7] proposedmulti­head attention, which linearly project

the queries, keys and values h times with different, learned linear projections to dk, dk and

dv dimensions, respectively. On each of these projected versions of queries, keys and val­

7
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ues, the attention function is then performed in parallel, yielding dv­dimensional output

values. These are concatenated and once again projected, resulting in the final outputs of

dimension dmodel.

Formally,

MultiHead(Q,K, V ) = Concat(head1, ..., headh)W
O (2.7)

headi = Attention(QWQ
i , KWK

i , V W V
i )

Where the projections corresponding to query, key, value, and the final output are

parameter matrices WQ
i ∈ Rdmodel×dk , WK

i ∈ Rdmodel×dk , W V
i ∈ Rdmodel×dv and WO ∈

Rhdv×dmodel , respectively.

2.2.2 Positional Encoding

Since Transformer contains no recurrence and no convolution, Positional Encoding is pro­

posed for the model to make use of the order of the sequence. Instead of using learned

embedding, sine and cosine functions are used for positional encoding:

PE(pos,2i) = sin(pos/100002i/dmodel) (2.8)

PE(pos,2i+1) = cos(pos/100002i/dmodel), (2.9)

where pos is the position and i is the dimension. That is, each dimension of the positional

encoding corresponds to a sinusoid. The authors hypothesized it would allow the model

to easily learn to attend by relative positions, since for any fixed offset k, PEpos+k can

be represented as a linear function of PEpos. The positional encodings have the same

dimension dmodel as the input embeddings, and are added to the input embeddings at the

bottoms of the encoder and decoder stacks to provide the ordering information of each

word in the sequence.

8
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NLU: Natural 
Language 
Understanding 

DST: Dialogue 
State Tracking

DP: Dialogue 
Policy Learning

NLG: Natural 
Language 
Generation

For how many people?

ASR

TTS

Can you help me book a 
5-star hotel on Sunday?

Figure 2.2: A typical dialogue system pipeline, which is composed of automatic speech
recognition (ASR), natural language understanding (NLU), dialogue state tracking (DST),
dialogue policy (DP), natural language generation (NLG), and Text­to­Speech (TTS) mod­
ules.

2.3 Dialogue Systems

Spoken dialogue systems that can help users solve complex tasks such as booking a movie

ticket have become an emerging research topic in artificial intelligence and natural lan­

guage processing areas. With a well­designed dialogue system as an intelligent personal

assistant, people can accomplish certain tasks more easily via natural language interac­

tions. Today, there are several virtual intelligent assistants on the market, such as Apple’s

Siri, Google’s Home, Microsoft’s Cortana, and Amazon’s Echo. The recent advance of

deep learning has inspired many applications of neural dialogue systems [8, 9, 10, 11]. A

typical dialogue system pipeline can be divided into several components: an automatic

speech recognizer (ASR) that transcribes a user’s speech input into texts, a natural lan­

guage understanding module (NLU) to classify the domain along with domain­specific

intents and fill in a set of slots to form a semantic frame [12, 13]. A dialogue state track­

ing (DST) module predicts the current dialogue state according to the multi­turn conversa­

tions, then the dialogue policy (DP) determines the system action for the next turn given

the current dialogue state [14, 15]. Finally, the semantic frame indicating the policy is

fed into a natural language generation (NLG) module to construct a response utterance

to the user [16, 17, 18]. Finally, the generated utterances can be further transformed by a

Text­to­Speech (TTS) module and then return to users. The pipeline is illustrated in Figure

9
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Natural Language 
Understanding

Natural Language 
Generation

Natural Language
McDonald’s is a cheap 
restaurant nearby the station. 

Semantic Frame
RESTAURANT=“McDonald’s”
PRICE=“cheap”
LOCATION= “nearby the station”

Figure 2.3: NLU and NLG emerge as a dual form.

2.2.

2.4 Problem Formulation

The problems we aim to solve are NLU and NLG; for both tasks, there are two spaces:

the semantics space X and the natural language space Y . NLG is to generate sentences

associatedwith the given semantics, where the goal is to learn amapping function f : X →

Y that transforms semantic representations into natural language. On the other hand, NLU

is to capture the core meaning of sentences, where the goal is to find a function g : Y → X

that predicts semantic representations from the given natural language. In other words,

understanding and generating sentences are a dual problem pair shown in Figure 2.3.

Given n data pairs {(xi, yi)}ni=1 i.i.d. sampled from the joint space X × Y . A typical

strategy for the optimization problem is based on maximum likelihood estimation (MLE)

of the parameterized conditional distribution by the trainable parameters θx→y and θy→x

as below:

f(x; θx→y) = argmaxP (y | x; θx→y), (2.10)

g(y; θy→x) = argmaxP (x | y; θy→x), (2.11)

where P (.) is the estimated probability distribution, note that (2.10) and (2.11) means

performing greedy decoding. Figure 2.4 and Figure 2.5 are simple examples of using

recurrent models for NLU and NLG.

10
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Dual Task
!➝"

Primal Task
"➝ !

# $

Primal Cycle Dual Cycle

area[riverside], 
eatType[pub],
name[blue spice]

at the riverside there
is a pub called the 

blue spice

at the … <EOS>

<BOS> at … spice

spice … the at

Figure 2.4: A simple example of using a recurrent unit as NLU model, which we encode
an input sentence and use the final hidden state to predict semantic labels.

Dual Task
!➝"

Primal Task
"➝ !

# $

Primal Cycle Dual Cycle

area[riverside], 
eatType[pub],
name[blue spice]

at the riverside there
is a pub called the 

blue spice

at the … <EOS>

<BOS> at … spice

spice … the at

Figure 2.5: A simple example of using a recurrent unit as NLG model, which we feed a
semantic vector and the begin­of­sentence (<BOS>) token into the model and predict a
text token at each step.

2.5 Datasets

The benchmark datasets conducted in our experiments are listed as follows:

• ATIS [19]: an NLU dataset containing audio recordings of people making flight

reservations. It has sentence­level intents and word­level slot tags.

• SNIPS [20]: an NLU dataset focusing on evaluating voice assistants for multiple

domains, which has sentence­level intents and word­level slot tags.

• E2E NLG [21]: an NLG dataset in the restaurant domain, where each meaning

representation has up to 5 references in natural language and no intent labels.

Since the above datasets are not designed for either NLU or NLG, we propose the

following methods to augment the data.

11
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Dataset #Train #Test Vocab #Intent #Slot
SNIPS 13084 700 9076 7 72
ATIS 4478 893 1428 25 130

E2E NLG 42063 4693 3210 ­ 16

Table 2.1: The statistics of the datasets.

2.5.1 NLG→ NLU

The E2E NLG challenge dataset [21]1 is adopted in our experiments, which is a crowd­

sourced dataset of 50k instances in the restaurant domain. Each instance is a pair of a

semantic frame containing specific slots and corresponding values and a associated natural

language utterance with the given semantics. For example, a semantic frame with the

slot­value pairs “M�K2("B#BK#�T >Qmb2)- 7QQ/(1M;HBb?)- T`B+2_�M;2(KQ/2`�i2)- �`2�

(`Bp2`bB/2)- M2�` (*H�`2 >�HH)” corresponds to the target sentence “Bibimbap House is a

moderately priced restaurant who’s main cuisine is English food. You will find this local

gem near Clare Hall in the Riverside area.”. Although the original dataset is for NLG,

of which the goal is to generate sentences based on the given slot­value pairs, we further

formulate the NLU task as predicting slot­value pair based on the utterances, which can be

viewed as a multi­label classification problem and each possible slot­value pair is treated

as an individual label.

2.5.2 NLG→ NLU (IOB)

The NLG dataset (E2E NLG) is augmented based on IOB schema and direct matching.

For example, a semantic frame with the slot­value pairs:

{M�K2("B#BK#�T >Qmb2)- 7QQ/(1M;HBb?)-

T`B+2_�M;2(KQ/2`�i2)- �`2�(`Bp2`bB/2)-

M2�`(*H�`2 >�HH)}

1?iiT,ffrrrXK�+bX?rX�+XmFfAMi2`�+iBQMG�#f1k1f
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corresponds to the target sentence “Bibimbap House is a moderately priced restaurant

who’s main cuisine is English food. You will find this local gem near Clare Hall in the

Riverside area.”. The produced IOB slot data would be

[Bibimbap:B­Name, House:I­Name is:O a:O

moderately:B­PriceRange, priced:I­PriceRange,

restaurant:O, who’s:O, main:O, cuisine:O, is:O,

English:B­Food food:O. You:O, will:O, find:O,

this:O, local:O, gem:O, near:B­Near,

Clare:I­Near, Hall:I­Near, in:O, the:O,

Riverside:B­Area, area:I­Area].

2.5.3 NLU (IOB)→ NLG

The modality of the NLU outputs (an intent and a sequence of IOB­slot tags) are different

from the modality of the NLG inputs (semantic frame containing intent (if applicable) and

slot­value pairs). Therefore, we propose a matching method: for each word, the NLU

model will predict an IOB tag ∈ {O, B­slot, I­slot}, we simply drop the I­ and B­ and

aggregate all the words with the same slot then combine it with the predicted intent.

For example, if given the word sequence:

[which, flights, travel, from, kansas,

city, to, los, angeles, on, april, ninth],

13
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the NLU predicts the IOB­slot sequence:

[O, O, O, O, B­fromloc.city_name,

I­fromloc.city_name,

O, B­toloc.city_name, I­toloc.city_name, O,

B­depart_date.month_name,

B­depart_date.day_number]

and a corresponding intent ”atis_flight”, we transform the sequences into a semantic frame:

{BMi2Mi(�iBbn~B;?i)-

7`QKHQ+X+BivnM�K2(F�Mb�b +Biv)-

iQHQ+X+BivnM�K2(HQb �M;2HQb)-

/2T�`in/�i2XKQMi?nM�K2(�T`BH MBMi?)}.

The constructed semantic frames can then be used as the NLG input.

14
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Chapter 3

Related Work

This paper focuses onmodeling the duality between understanding and generation towards

unsupervised learning of the two components, related work is summarized below.

3.1 Natural Language Understanding

In dialogue systems, the first component is a natural language understanding (NLU)module—

parsing user utterances into semantic frames that capture the core meaning [12]. A typical

NLU first determines the domain given input utterances, predicts the intent, and then fill

the associated slots [13, 22]. However, the above work focused on single­turn interactions,

where each utterance is treated independently. To overcome the error propagation and fur­

ther improve understanding performance, contextual information has been leveraged and

shown useful [23, 24, 25, 26]. Also, different speaker roles provided informative signal for

capturing speaking behaviors and achieving better understanding performance [27, 28].

3.2 Natural Language Generation

NLG is another key component in dialogue systems, where the goal is to generate natural

language sentences conditioned on the given semantics from the dialogue manager. As an

endpoint of interacting with users, the quality of generated sentences is crucial for better

user experience. In spite of robustness and adequacy of the rule­basedmethods, poor diver­
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sity makes talking to a template­based machine unsatisfactory. Furthermore, scalability is

an issue, because designing sophisticated rules for a specific domain is time­consuming.

Previous work proposed a RNNLM­based NLG that can be trained on any corpus of dia­

logue act­utterance pairs without hand­crafted features and any semantic alignment [29].

The followingwork based on sequence­to­sequence (seq2seq) models further obtained bet­

ter performance by employing encoder­decoder structure with linguistic knowledge such

as syntax trees [30, 17, 18].

3.3 Dual Learning

Various tasks may have diverse goals, which are usually independent to each other. How­

ever, some tasks may hold a dual form, that is, we can swap the input and target of a task

to formulate another task. Such structural duality emerges as one of the important rela­

tionship for further investigation. Two AI tasks are of structure duality if the goal of one

task is to learn a function mapping from space X to Y , while the other’s goal is to learn a

reverse mapping from Y and X . Machine translation is an example [31], translation from

English to Chinese has a dual task, which is translated from Chinese to English; the goal

of automatic speech recognition (ASR) is opposite to the one of text­to­speech (TTS) [32],

and so on. Previous work first exploited the duality of the task pairs and proposed super­

vised [33] and unsupervised (reinforcement learning) [34] learning frameworks. These

recent studies magnified the importance of the duality by revealing exploitation of it could

boost the learning of both tasks. [1] employed the dual supervised learning framework to

train NLU and NLG and improve both models simultaneously. [35] improved models for

conditional text generation using techniques from computational pragmatics. The tech­

niques formulated language production as a game between speakers and listeners, where

a speaker should generate text which a listener can use to correctly identify the original

input the text describes. [36] proposed a semi­supervised framework to learn NLU with

an auxiliary generation model for pseudo­labeling to make use of unlabeled data.
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Chapter 4

Dual Supervised Learning

In this chapter, we propose a novel learning framework for natural language understand­

ing and generation on top of standard supervised learning, which first exploits the duality

between NLU and NLG and introduces it into the learning objective as the regularization

term. The preliminary experiments show that the proposed approach boosts the perfor­

mance for both tasks, demonstrating the effectiveness of the dual relationship.

4.1 Proposed Framework

This section first introduces the core training algorithm and then describe the proposed

methods of estimating data distribution.

4.1.1 Dual Supervised Learning

Considering the duality between two tasks in the dual problems, it is intuitive to bridge

the bidirectional relationship from a probabilistic perspective. If the models of two tasks

are optimal, we have probabilistic duality:

P (x)P (y | x; θx→y) = P (y)P (x | y; θy→x)

= P (x, y) ∀x, y,

17
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where P (x) and P (y) are marginal distributions of data. The condition reflects parallel,

bidirectional relationship between two tasks in the dual problem. Although standard su­

pervised learning with respect to a given loss function is a straight­forward approach to

address MLE, it does not consider the relationship between two tasks.

[33] exploited the duality of the dual problems to introduce a new learning scheme,

which explicitly imposed the empirical probability duality on the objective function. The

training strategy is based on the standard supervised learning and incorporates the probabil­

ity duality constraint, so­called dual supervised learning. Therefore the training objective

is extended to a multi­objective optimization problem:






minθx→y(E[l1(f(x; θx→y), y)]),

minθy→x(E[l2(g(y; θy→x), x)]),

s.t. P (x)P (y | x; θx→y) = P (y)P (x | y; θy→x),

where l1,2 are the given loss functions. Such constraint optimization problem could be

solved by introducing Lagrange multiplier to incorporate the constraint:






minθx→y(E[l1(f(x; θx→y), y)] + λx→ylduality),

minθy→x(E[l1(g(y; θy→x), x)] + λy→xlduality),

where λx→y and λy→x are the Lagrange parameters and the constraint is formulated as

follows:

lduality = (logP̂ (x) + logP (y | x; θx→y)

− logP̂ (y)− logP (x | y; θy→x))
2.

Now the entire objective could be viewed as the standard supervised learning with

an additional regularization term considering the duality between tasks. Therefore, the

learning scheme is to learn the models by minimizing the weighted combination of an

original loss term and a regularization term. Note that the true marginal distribution of
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data P (x) and P (y) are often intractable, so here we replace them with the approximated

empirical marginal distribution P̂ (x) and P̂ (y).

4.1.2 Distribution Estimation as Autoregression

With the above formulation, the current problem is how to estimate the empirical marginal

distribution ˆP (·). To accurately estimate data distribution, the data properties should be

considered, because different data types have different structural natures. For example,

natural language has sequential structures and temporal dependencies, while other types

of data may not. Therefore, we design a specific method of estimating distribution for

each data type based on the expert knowledge.

From the probabilistic perspective, we can decompose any data distribution p(x) into

the product of its nested conditional probability,

p(x) =
D∏

d

p(xd | x1, ..., xd−1), (4.1)

where x could be any data type and d is the index of a variable unit.

Language Modeling

Natural language has an intrinsic sequential nature; therefore it is intuitive to leverage the

autoregressive property to learn a language model. In this work, we learn the language

model based on recurrent neural networks [37, 38] by the cross entropy objective in an

unsupervised manner.

p(y) =
L∏

i

p(yi | y1, ..., yi−1; θy), (4.2)

where y(·) are words in the sentence y, and L is the sentence length.

Masked Autoencoder

The semantic representation x in our work is discrete semantic frames containing specific

slots and corresponding values. Each semantic frame contains the core concept of a cer­
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Figure 4.1: The illustration of the masked autoencoder for distribution estimation
(MADE).

tain sentence, for example, the slot­value pairs “M�K2("B#BK#�T >Qmb2)- 7QQ/(1M;HBb?)-

T`B+2_�M;2(KQ/2`�i2)- �`2� (`Bp2`bB/2)- M2�`(*H�`2 >�HH)” corresponds to the target sen­

tence “Bibimbap House is a moderately priced restaurant who’s main cuisine is English

food. You will find this local gem near Clare Hall in the Riverside area.”. Even though the

product rule in (4.1) enables us to decompose any probability distribution into a product

of a sequence of conditional probability, how we decompose the distribution reflects a

specific physical meaning. For example, language modeling outputs the probability distri­

bution over vocabulary space of i­th word yi by only taking the preceding word sequence

y<i. Natural language has the intrinsic sequential structure and temporal dependency, so

modeling the joint distribution of words in a sequence by such autoregressive property is

logically reasonable. However, slot­value pairs in semantic frames do not have a single

directional relationship between them, while they parallel describe the same sentence, so

treating a semantic frame as a sequence of slot­value pairs is not suitable. Furthermore,

slot­value pairs are not independent, because the pairs in a semantic frame correspond

to the same individual utterance. For example, French food would probably cost more.

Therefore, the correlation should be taken into account when estimating the joint distribu­

tion.

Considering the above issues, to model the joint distribution of flat semantic frames,
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various dependencies between slot­value semantics should be leveraged. In this work,

we propose to utilize a masked autoencoder for distribution estimation (MADE) [39]. By

zeroing certain connections, we could enforce the variable unit xd to only depend on any

specific set of variables, not necessary on x<d; eventually we could still have the marginal

distribution by the product rule:

p(x) =
D∏

d

p(xd | Sd), (4.3)

where Sd is a specific set of variable units.

In practice, we elementwise­multiply each weight matrix by a binary mask matrixM

to interrupt some connections, as illustrated in Figure 5.2. To impose the autoregressive

property, we first assign each hidden unit k an integerm(k) ranging from 1 to the dimen­

sion of dataD−1 inclusively; for the input and output layers, we assign each unit a number

ranging from 1 to D exclusively. Then binary mask matrices can be built as follows:

M =






1 ifml(k′) ≥ ml−1(k),

1 ifmL(d) > mL−1(k),

0 otherwise.

Here l indicates the index of the hidden layer, and L indicates the one of the output layer.

With the constructed mask matrices, the masked autoencoder is shown to be able to esti­

mate the joint distribution as autoregression. Because there is no explicit rule specifying

the exact dependencies between slot­value pairs in our data, we consider various depen­

dencies by ensemble of multiple decomposition, that is, to sample different sets Sd.

4.2 Experiments

To evaluate the effectiveness of the proposed framework, we conduct the experiments, the

settings and analysis of the results are described as follows.
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Learning Scheme NLU NLG
F1 BLEU R­1 R­2 R­L

(a) Baseline: Iterative training 71.14 55.05 55.37 27.95 39.90
(b) Dual supervised learning, λ = 0.1 72.32 57.16 56.37 29.19 40.44
(c) Dual supervised learning, λ = 0.01 72.08 55.07 55.56 28.42 40.04
(d) Dual supervised learning, λ = 0.001 71.71 56.17 55.90 28.44 40.08
(e) Dual supervised learning w/o MADE 70.97 55.96 55.99 28.74 39.98

Table 4.1: The NLU performance reported on micro­F1 and the NLG performance re­
ported on BLEU, ROUGE­1, ROUGE­2, and ROUGE­L of models (%).

4.2.1 Settings

The experiments are conducted in the benchmark E2E NLG challenge dataset [21], which

is a crowd­sourced dataset of 50k instances in the restaurant domain. Our models are

trained on the official training set and verified on the official testing set. Each instance is

a pair of a semantic frame containing specific slots and corresponding values and an associ­

ated natural language utterance with the given semantics. The data preprocessing includes

trimming punctuation marks, lemmatization, and turning all words into lowercase.

Although the original dataset is for NLG, of which the goal is to generate sentences

based on the given slot­value pairs, we further formulate a NLU task as predicting slot­

value pairs based on the utterances, which is a multi­label classification problem. Each

possible slot­value pair is treated as an individual label, and the total number of labels is

79. The augmentation methods are described in Section 2.5.1. To evaluate the quality

of the generated sequences regarding both precision and recall, for NLG, the evaluation

metrics include BLEU and ROUGE (1, 2, L) scores with multiple references, while F1

score is measured for the NLU results.

4.2.2 Model Details

The model architectures for NLG and NLU are a gated recurrent unit (GRU) [5] with two

identical fully­connected layers at the two ends of GRU, as illustrated in Figure 4.2 and

Figure 4.2. Thus the model is symmetrical and may have semantic frame representation

as initial and final hidden states and sentences as the sequential input.
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at the riverside there
is a pub called the 

blue spice

at the … <EOS>

<BOS> at … spice

spice … the at

Figure 4.2: The NLu model, which we encode an input sentence and use the final hidden
state to predict semantic labels.
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is a pub called the 

blue spice

at the … <EOS>

<BOS> at … spice

spice … the at

Figure 4.3: The NLG model, which we feed a semantic vector and the begin­of­sentence
(<BOS>) token into the model and predict a text token at each step.

In all experiments, we use mini­batch Adam as the optimizer with each batch of 64 ex­

amples, 10 training epochs were performed without early stop, the hidden size of network

layers is 200, and word embedding is of size 50 and trained in an end­to­end fashion.

4.2.3 Results and Analysis

The experimental results are shown in Table 4.1, where each reported number is averaged

over three runs. The row (a) is the baseline that trains NLU and NLG separately and inde­

pendently, and the rows (b)­(d) are the results from the proposed approach with different

Lagrange parameters.

The proposed approach incorporates probability duality into the objective as the reg­

ularization term. To examine its effectiveness, we control the intensity of regularization

by adjusting the Lagrange parameters. The results (rows (b)­(d)) show that the proposed

method outperforms the baseline on all automatic evaluation metrics. Furthermore, the
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performance improves more with stronger regularization (row (b)), demonstrating the im­

portance of leveraging duality.

In this paper, we design the methods for estimating marginal distribution for data in

NLG and NLU tasks: language modeling is utilized for sequential data (natural language

utterances), while the masked autoencoder is conducted for flat representation (semantic

frames). The proposed method for estimating the distribution of semantic frames con­

siders complex and implicit dependencies between semantics by ensemble of multiple

decomposition of joint distribution. In our experiments, the empirical marginal distribu­

tion is the average over the results from 10 different masks and orders; in other words, 10

types of dependencies are modeled. The row (e) can be viewed as the ablation test, where

the marginal distribution of semantic frames is estimated by considering slot­value pairs

independent to others and statistically computed from the training set. The performance is

worse than the ones that model the dependencies, demonstrating the importance of consid­

ering the nature of input data and modeling data distribution via the masked autoencoder.

We further analyze understanding and generation results compared with the baseline

model. In some cases, it is found that our NLU model can extract the semantics of utter­

ances better and our NLU model can generate sentences with richer information based on

the proposed learning scheme. In sum, the proposed approach is capable of improving

the performance of both NLU and NLG in the benchmark data, where the exploitation of

duality and the way of estimating distribution are demonstrated to be important.

4.3 Summary

This chapter proposes a novel training framework for natural language understanding and

generation based on dual supervised learning, which first exploits the duality between

NLU and NLG and introduces it into the learning objective as the regularization term.

Moreover, expert knowledge is incorporated to design suitable approaches for estimat­

ing data distribution. The proposed methods demonstrate effectiveness by boosting the

performance of both tasks simultaneously in the benchmark experiments.
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Chapter 5

Joint Dual Learning

The prior chapter is the first attempt that utilized the duality between NLU and NLG to

improve the performance via a dual supervised learning framework. However, the prior

work still learned both components in a supervised manner; instead, this paper introduces

a general learning framework to effectively exploit such duality, providing flexibility of

incorporating both supervised and unsupervised learning algorithms to train language un­

derstanding and generation models in a joint fashion. The benchmark experiments demon­

strate that the proposed approach is capable of boosting the performance of both NLU and

NLG.

The contributions can be summarized as 3­fold:

• This work proposes a general learning framework using the duality between NLU

and NLG, where supervised and unsupervised learning can be flexibly incorporated

for joint training.

• This work is the first attempt to exploits the dual relationship between NLU and

NLG towards unsupervised learning.

• The benchmark experiments demonstrate the effectiveness of the proposed frame­

work.
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Figure 5.1: Left: The proposed joint dual learning framework, which comprises Primal
Cycle andDual Cycle. The framework is agnostic to learning objectives and the algorithm
is detailed in Algorithm 1. Right: In our experiments, the models for NLG and NLU are
a GRU unit accompanied with a fully­connected layer.

Algorithm 1 Joint dual learning algorithm
1: Input: a mini­batch of n data pairs {(xi, yi)}ni=1, the function of the primal task f , the function

of the dual task g, the loss function for the primal task l1(.), the loss function for the dual task
l2(.), and the learning rates γ1, γ2;

2: repeat
3: Start from data x, transform x by function f : f(xi; θx→y); # Primal Cycle
4: Compute the loss by l1(.);
5: Transform the output of the primal task by function g: g(f(xi; θx→y); θy→x);
6: Compute the loss by l2(.);
7: Update model parameters:
8: θx→y ← θx→y ­ γ1∇θx→y(

∑n
i=1[l1(f(xi; θx→y)) + l2(g(f(xi; θx→y); θy→x))]);

9: θy→x← θy→x ­ γ2∇θy→x(
∑n

i=1[l2(g(f(xi; θx→y); θy→x))]);
10: Start from data y, transform y by function g: g(yi; θy→x); # Dual Cycle
11: Compute the loss by l2(.);
12: Transform the output of the dual task by function f : f(g(yi; θy→x); θx→y);
13: Compute the loss by l1(.);
14: Update model parameters:
15: θy→x← θy→x ­ γ2∇θy→x(

∑n
i=1[l2(g(yi; θy→x)) + l1(f(g(yi; θy→x); θx→y))]);

16: θx→y ← θx→y ­ γ1∇θx→y(
∑n

i=1[l1(f(g(yi; θy→x); θx→y))]);
17: until convergence

5.1 Proposed Framework

In this section, we describe the problem formulation and the proposed learning framework,

which is illustrated in Figure 5.1 .
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5.1.1 Joint Dual Learning

Although previous work has introduced the learning schemes that exploit duality of AI

tasks, most of it was based on reinforcement learning or standard supervised learning

and the models of primal and dual tasks (f and g respectively) are trained separately.

Intuitively, if themodels of primal and dual tasks are optimally learned, a complete cycle of

transforming data from the original space to another space then back to the original space

should be exactly the same as the original data, which could be viewed as the ultimate goal

of a dual problem. In our scenario, if we generate sentences from given semantics x via

the function f and transform them back to the original semantics perfectly via the function

g, it implies that our generated sentences are grounded to the original given semantics and

has the mathematical condition:

g(f(x)) ≡ x,

which is also known as Cycle Consistency. Therefore, our objective is to achieve the

perfect complete cycle of data transforming by training two dual models (f and g) in a

joint manner.

Algorithm Description

As illustrated in Figure 5.1, the framework is composed of two parts: Primal Cycle and

Dual Cycle. Primal Cycle starts from semantic frames x, (1) first transforms the semantic

representation to sentences by the function f , (2) then computes the loss by the given loss

function l1, (3) predicts the semantic meaning from the generated sentences, (4) computes

the loss by the given loss function l2, (5) finally train the models based on the computed

loss; Dual Cycle starts from utterances and is symmetrically formulated. The learning

algorithm is described in Algorithm 1, which is agnostic to types of learning objective.

Either a supervised learning objective or an unsupervised learning objective can be con­

ducted at the end of the training cycles, and the whole framework can be trained in an

end­to­end manner.
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5.1.2 Learning Objective

As the language understanding task in our experiments is to predict corresponding slot­

value pairs of utterances, which is a multi­label classification problem, we utilized the

binary cross entropy loss as the supervised objective function for NLU. Likewise, the cross

entropy loss function is used as the supervised objective for NLG. Take NLG for example,

the objective of the model is to optimize the conditional probability of predicting word

tokens given semantics p(y | x), so that the difference between the predicted distribution

and the target distribution, q(y | x), can be minimized:

−
n∑∑

y

q(y | x) log p(y | x), (5.1)

where n is the number of samples.

On the other hand, we can also introduce the reinforcement learning objective into our

framework, the objective aims to maximize the expected value of accumulated reward.

In our experiments, we conduct policy gradient (REINFORCE) method [40] for optimiza­

tion, the gradient could be written as:

∇E[r] = E[r(y)∇ log p(y | x)], (5.2)

where the variety of reward r will be elaborated in the next section. The loss function l1

for both tasks could be (5.1), (5.2), and the combination of them.

5.1.3 Reward Function

Different types of rewards reflect various objectives andwould result in different behaviors

in the learned policy. Hence, we design various reward functions to explore the model

behavior, including explicit and implicit feedback.

Explicit Reward

To evaluate the quality of generated sentences, two explicit reward functions are adopted.
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Reconstruction Likelihood In our scenario, if we generate sentences based on given

semantics x by the function f and could transform them back to the original semantics

perfectly by the function g, it implies our generated sentences ground on the original given

semantics. Therefore we use the reconstruction likelihood at the end of the training cycles

as a reward function:






log p(x | f(xi; θx→y); θy→x) Primal,

log p(y | g(yi; θy→x); θx→y) Dual.

Automatic Evaluation Score The goal of most NLP tasks is to predict word tokens cor­

rectly, so the loss functions used to train these models focus on the word level, such as

cross entropy maximizing the continuous probability distribution of the next correct word

given the preceding context. However, the performance of these models is typically eval­

uated using discrete metrics. For instance, BLEU and ROUGE measure n­gram overlaps

between the generated outputs and the reference texts. In order to enforce our NLG to gen­

erate better results in terms of the evaluation metrics, we utilize these automatic metrics

as rewards to provide the sentence­level information. Moreover, we also leverge F­score

in our NLU model to indicate the understanding performance.

Implicit Reward

In addition to explicit signals like reconstruction likelihood and the automatic evaluation

metrics, a “softer” feedback signal may be informative. For both tasks, we design model­

based methods estimating data distribution in order to provide such soft feedback.

Language Model For NLG, we utilize pre­trained language models which estimate the

whole data distribution to compute the joint probability of generated sentences, measur­

ing their naturalness and fluency. In this work, we use a simple language model based on

RNN [37, 38]. The language model is learned by a cross entropy objective in an unsuper­
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vised manner:

p(y) =
L∏

i

p(yi | y1, ..., yi−1; θy), (5.3)

where y(·) are the words in a sentence y, and L is the length of the utterance.

Masked Autoencoder for Distribution Estimation (MADE) For NLU, the output con­

tains a set of discrete labels, which do not fit the sequential model scenarios such as lan­

guage models. Each semantic frame x in our work contains the core concept of a certain

sentence, furthermore, the slot­value pairs are not independent to others, because they cor­

respond to the same individual utterance. For example, McDonald’s would probably be

inexpensive; therefore the correlation should be taken into account when estimating the

joint distribution.

Following Chapter 4 [1], we measure the soft feedback signal for NLU using masked

autoencoder [39] to estimate the joint distribution. By interrupting certain connections

between hidden layers, we could enforce the variable unitxd to only depend on any specific

set of variables, not necessary on x<d; eventually we could still have the joint distribution

by product rule:

p(x) =
D∏

d

p(xd | Sd),

where d is the index of variable unit,D is the total number of variables, and Sd is a specific

set of variable units. Because there is no explicit rule specifying the exact dependencies

between slot­value pairs in our data, we consider various dependencies by ensembles of

multiple decomposition by sampling different sets Sd and averaging the results.

5.1.4 Flexibility of Learning Scheme

The proposed framework provides various flexibility of designing and extending the learn­

ing scheme, described as follows.

Straight­Through Estimator In many NLP tasks, the learning targets are discrete, so

the goals of most NLP tasks are predicting discrete labels such as words. In practice we
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Straight-Through Trick

Backpropaga1on Forward pass

Figure 5.2: Straight­Through estimator.

perform �`;K�t operations on the output distribution from learned models to select the

most possible candidates. However, such operation does not have any gradient value, for­

bidding the networks be trained via backpropagation. Therefore, it is difficult to directly

connect a primal task (NLU in our scenario) and a dual task (NLG in our scenario) and

jointly train these two models due to the above issue.

The Straight­Through (ST) estimator [41] is a widely applied method due to its sim­

plicity and effectiveness. The idea of Straight­Through estimator is directly using the gra­

dients of discrete samples as the gradients of the distribution parameters. Because discrete

samples could be generated as the output of hard threshold functions or some operations

on the continuous distribution, [41] explained the estimator by setting the gradients of hard

threshold functions to 1. The structure of the Straight­Through estimator is illustrated in

Figure 5.2. In this work, we introduce ST estimator for connecting two models, and there­

fore the gradient can be estimated and two models can be jointly trained in an end­to­end

manner.

Distribution as Input In addition to employing the Straight­Through estimator, an al­

ternative solution is to use continuous distribution as the input of models. For NLU, the
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inputs are the word tokens from NLG, so we use the predicted distribution over the vocab­

ulary to perform the weighted­sum of word embeddings. For NLG, the model requires

semantic frame vectors predicted by NLU as the input condition; in this case, the probabil­

ity distribution of slot­value pairs predicted by NLU can directly serve as the input vector.

By utilizing the output distribution in this way, two models can be trained jointly in an

end­to­end fashion.

Hybrid Objective As described before, the proposed approach is agnostic to learning

algorithms; in other words, we could apply different learning algorithms at the middle and

end of the cycles. For example, we could apply supervised learning onNLU in the first half

of Primal Cycle and reinforcement learning on NLG to form a hybrid training cycle. Be­

cause two models are trained jointly, the objective applied on one model would potentially

impact on the behavior of the other. Furthermore, we could also apply multiple objective

functions including supervised or unsupervised ones to formulate multi­objective learning

schemes.

Towards Unsupervised Learning Because the whole framework can be trained jointly

and propagate the gradients, we could apply only one objective in one learning cycle at

the end of it. Specifically, in Algorithm 1, we can apply only l2 in line 8 and only l1 in

line 15. Such flexibility potentially enables us to train the models based on unpaired data

in a unsupervised manner. For example, sample unpaired data x and transform the data

by function f , next, feed them into the function g, then compare the predicted results and

the original input to compute the loss. Likewise, we can perform the training cycle sym­

metrically from y. It is also possible to utilize limited data and perform the autoencoding

cycle described above to apply semi­supervised learning.

5.2 Experiments

Our models are trained on the official training set and verified on the official testing set of

the E2E NLG challenge dataset [21]. The data preprocessing includes trimming punctua­
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Learning Scheme NLU NLG
Micro­F BLEU R­1 R­2 R­L

(a) Iterative Training (Supervised) 71.14 55.05 55.37 27.95 39.90
(b) Dual Supervised Learning [1] 72.32 57.16 56.37 29.19 40.44
(c) Joint Training (Straight­Through) 71.73 55.19 55.16 27.45 39.33
(d) (c) + (NLG w/ distribution) 73.22 55.18 55.35 27.81 39.36
(e) (c) + (NLU w/ distribution) 79.19 51.47 53.62 26.17 37.90
(f) (c) + (NLU and NLG w/ distribution) 80.03 55.34 56.17 28.48 39.24
(g) (f) + RLmid(reconstruction likelihood) 80.07 55.32 56.12 28.07 39.59
(h) (f) + RLend(reconstruction likelihood) 79.97 55.21 56.15 28.50 39.42
(i) (f) + RLmid(BLEU+ROUGE, F1) 79.49 56.04 56.61 28.78 39.93
(j) (f) + RLend(BLEU+ROUGE, F1) 80.35 57.59 56.71 29.06 40.28
(k) (f) + RLmid(LM, MADE) 81.52 54.13 54.60 26.85 38.90
(l) (f) + RLend(LM, MADE) 79.52 55.61 55.97 28.57 39.97

Table 5.1: The NLU performance reported on micro­F and the NLG performance reported
on BLEU, ROUGE­1, ROUGE­2, and ROUGE­L of models (%).

tion marks, lemmatization, and turning all words into lowercase. Each possible slot­value

pair is treated as an individual label and the total number of labels is 79. The augmentation

methods are described in Section 2.5.1. To evaluate the quality of the generated sequences

regarding both precision and recall, for NLG, the evaluation metrics include BLEU and

ROUGE (1, 2, L) scores with multiple references, while F1 measure is reported for eval­

uating NLU.

5.2.1 Model

The proposed framework and algorithm are agnostic to model structures. In our exper­

iments, we use a gated recurrent unit (GRU) [5] with fully­connected layers at ends of

GRU for both NLU and NLG, which are illustrated in the right part of Figure 6.1. Thus

the models may have semantic frame representation as initial and final hidden states and

sentences as the sequential input. In all experiments, we use mini­batch Adam as the opti­

mizer with each batch of 64 examples. 10 training epochs were performed without early

stop, the hidden size of network layers is 200, and word embedding is of size 50.
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5.2.2 Results and Analysis

The experimental results are shown in Table 5.1, each reported number is averaged on the

official testing set from three turns. Row (a) is the baseline where NLU and NLG models

are trained independently and separately by supervised learning. The best performance

in [1] is reported in row (b), where NLU and NLG are trained separately by supervised

learning with regularization terms exploiting the duality.

To overcome the issue of non­differentiability, we introduce Straight­Through estima­

tor when connecting two tasks. Based on our framework, another baseline for comparison

is to train two models jointly by supervised loss and straight­through estimators, of which

the performance is reported in row (c). Specifically, the cross entropy loss (5.1) is uti­

lized in both l1 and l2 in Algorithm 1. Because the models in the proposed framework are

trained jointly, the gradients are able to flow through the whole network thus two models

would directly influence learning of each other. Rows (d)­(f) show the ablation experi­

ments for exploring the interaction between two models (f and g). For instance, row (e)

does not use ST at the output of the NLUmodule; instead, we feed continuous distribution

over slot­value labels instead of discrete semantic frames into NLG as the input. Instead

of discrete word labels, row (d) and row (f) feed weighted sum over word embeddings

based on output distributions. Since the goal of NLU is to learn a many­to­one function,

considering all possibility would potentially benefit learning (row (d)­(f)).

On the contrary, the goal of NLG is to learn a one­to­many function, applying the ST

estimator at the output of NLU only rather than both sides degrades the performance of

generation (row (e)). However, this model achieves unexpected improvement in under­

standing by over 10%, the reason may be the following. The semantics representation is

very compact, a slight noise in the semantics space would possibly result in a large differ­

ence in the target space and a totally different semantic meaning. Hence the continuous

distribution over slot­value pairs may potentially cover the unseen mixture of semantics

and further provide rich gradient signals. This could also be explained from the perspec­

tive of data augmentation. Moreover, connecting two models with continuous distribution

at both joints further achieves improvement in both NLU and NLG (row (f)). Although
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Baseline Proposed
x area[riverside], eatType[pub], name[blue spice]
y at the riverside there is a pub called the blue spice

f(x; θx→y) blue spice is a pub in riverside that
has a price range of more than 30e

in riverside there is a pub called
blue spice

g(f(x; θx→y); θy→x)) area[city centre], customer rat­
ing[5 out of 5], priceRange[more
than 30], priceRange[cheap],
name[blue spice], name[the
vaults]

area[riverside], eatType[pub],
name[blue spice]

Table 5.2: An example of the Primal Cycle, where the baseline model is row (a) in Table
5.1.

Baseline Proposed
y blue spice is a family friendly pub located in the city centre it serves

chinese food and is near the rainbow vegetarian cafe
x familyFriendly[yes], area[city centre], eatType[pub], food[chinese],

name[blue spice], near[rainbow vegetarian cafe]
g(y; θy→x)) familyFriendly[yes],

food:[chinese]
familyFriendly[yes], area[city
centre], eatType[pub],
priceRange[moderate],
food[chinese], name[blue spice]

f(g(y; θy→x)); θx→y) the chinese restaurant the twenty
two is a family friendly restaurant

the chinese restaurant the blue
spice is located in the city cen­
tre it is moderately priced and kid
friendly

Table 5.3: An example of the Dual Cycle, where the baseline model is row (a) in Table
5.1.

row (f) performs best in our experiments and dataset, as most AI tasks are classification

problems, the proposed framework with ST estimators provides a general way to connect

two tasks with duality. The proposedmethods also significantly outperform the previously

proposed dual supervised learning framework [1] on F1 score of NLU and BLEU score

of NLG, demonstrating the benefit of learning NLU and NLG jointly.

5.2.3 Investigation of Hybrid Objectives

The proposed framework provides the flexibility of applying multiple objectives and dif­

ferent types of learning methods. In our experiments, apart from training two models

jointly by supervised loss, reinforcement learning objectives are also incorporated into

the training schemes (row (g)­(l)). The ultimate goal of reinforcement learning is to maxi­

mize the expected reward in (5.2). In the proposed dual framework, if we take expectation
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over different distribution, it would reflect a different physical meaning. For instance, if

we receive a reward at the end of Primal Cycle and the expectation is taken over the output

distribution of NLG (middle) or NLU (end), the derivatives of objective functions would

differ:






E[ri∇ log p(yi | x; θx→y)] RLmid,

E[ri∇ log p(xi | f(x; θx→y); θy→x)] RLend.

The upper one (RLmid) assesses the expected reward earned by the sentences constructed

by the policy of NLG, which is a direct signal for the primal task NLG. The lower one

(RLend) estimates the expected reward earned by the predicted semantics by the policy of

NLU based on the state predicted by NLG, such reward is another type of feedback.

In the proposed framework, the models of two tasks are trained jointly, thus an objec­

tive function will simultaneously influence the learning of both models. Different reward

designs could guide reinforcement learning agents to different behaviors. To explore the

impact of reinforcement learning signal, various rewards are applied on top of the joint

framework (row (f)):

1. Token­level likelihood (rows (g) and (h)),

2. Sentence/frame­level automatic evaluation metrics (rows (i) and (j)),

3. Corpus­level joint distribution estimation (rows (k) and (l)).

In other words, the models in rows (g)­(l) have both supervised and reinforcement learning

signal. The results show that token­level feedback may not provide extra guidance (rows

(g) and (h)), directly optimizing towards the evaluationmetrics at the testing phase benefits

learning in both tasks and performs best (rows (i) and (j)), and themodels utilizing learning­

based joint distribution estimation also obtain improvement (row (k)). In sum, the explicit

feedback ismore useful for boosting theNLGperformance, because the reconstruction and

automatic scores directly reflect the generation quality. However, the implicit feedback is

more informative for improving NLU, where MADE captures the salient information for

building better NLU models. The results align well with the finding in [1].
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5.2.4 Qualitative Analysis

Table 5.2 and 5.3 show the selected examples of the proposed model and the baseline

model in Primal and Dual Cycle. As depicted in Algorithm 1, Primal Cycle is designed

to start from semantic frames x, then transform the representation by the NLG model f ,

finally feed the generated sentences into the NLUmodel g and compare the results with the

original input to compute loss. In the example of Primal Cycle (Table 5.2), we can find

that f(g(y; θy→x)); θx→y) equals x, which means the proposed method can successfully

restore the original semantics. On the other hand, Dual Cycle starts from natural language

utterances, from the generated results (Table 5.3) we can find that our proposed method

would not lose semantic concepts in the middle of the training cycle (g(y; θy→x)) ↔ x).

Based on the qualitative analysis, we can find that by considering the duality into the

objective and jointly training, the proposed framework can improve the performance of

NLU and NLG simultaneously.

5.3 Summary

This chapter proposes a general learning framework leveraging the duality between lan­

guage understanding and generation, providing the flexibility of incorporating supervised

and unsupervised learning algorithms to jointly train two models. The proposed frame­

work provides a potential method towards unsupervised learning of both language under­

standing and generationmodels by considering their data distribution. The experiments on

the benchmark dataset demonstrate that the proposed approach is capable of boosting the

performance of both NLU and NLG models, motivating the potential research directions

in this area.
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Chapter 6

Dual Mutual Information Maximization

In previous chapters, we have faced some challenges during the experimental process,

for example, NLG is much harder to optimize than NLU. We presume that the reasons

are (1) the natural language space and the semantic space are quite different, and (2) the

asymmetric relationship between NLU (many­to­one) and NLG (one­to­many). Hence in

this chapter, we aim to enhance the joint learning framework by maximizing the mutual

information between the representation of language and semantics in the hidden spaces.

6.1 Proposed Method

This section describes the problem formulation and the proposed learning framework il­

lustrated in Figure 6.1.

6.1.1 Conversations as Transmission of Semantics

During conversations, the goal of communication is to understand what your interlocutors

want to convey, which is similar to the goal of a channel defined in information theory for

digital communication [42]. Specifically, when transmitting signals, the goal is to reduce

the noise during transmission and hence successful reconstruction. Therefore, the process

of how human converses is defined as the communication of thoughts, which contains two

phases: (1) converting one’s thoughts into messages (NLG), and (2) trying to understand

the received messages (NLU). The characteristics of a channel such as a rate distortion
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Figure 6.1: The proposed framework, which we aim to improve the mutual information
between the representation of language and semantics.

function and the channel capacity depend on the mutual information between input sig­

nals and output signals. The channel capacity is defined as the maximum of the mutual

information between the input and output of the channel, which is the tight upper bound

for the rate at which information can be reliably transmitted over a communication chan­

nel. One of core concepts in dual learning algorithms proposed in the previous chapters

is to leverage the reconstruction property that if a data point goes through two models in

a dual task pair successively, it can be well reconstructed. Therefore, conversations are

modeled as a channel by a chain of NLG and NLU, and we aim at maximizing the mu­

tual information between input and output, which is analogous to have a larger channel

capacity so that the transmitted information could be properly reconstructed (Figure 6.3).

6.1.2 Mutual Information Estimation

The mutual information (MI) is equivalent to the Kullback­Leibler (KL­) divergence be­

tween the joint distribution and the product of marginals of two random variables. MI

cannot be directly used as a training objective since being intractable, so the previous
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Figure 6.2: The illustration of projections between the natural language space and the
semantic space.
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Figure 6.3: The proposed framework and an analogy of how human converses for one­way
transmission of the semantics x.

work often utilized MI only in the inference stage to select a best candidate from a pool

[43].

Recently, MINE [44] and Deep Infomax (DIM) [45] enabled estimating MI by back­

propagation in neural networks. They estimated mutual information by training a discrim­

inator to distinguish between positive samples from the joint distribution and negative

samples from the product of marginals. DIM proposes to use Jensen­Shannon divergence,

which can be efficiently implemented using the binary cross­entropy (BCE) loss. In our
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experiments, we follow the DIM variant proposed in [46]:

MI(X;Y ) ≥EP[log(d(x, y))]+
1

2
EN[log(1− d(x, ȳ))]+

1

2
EN[log(1− d(x̄, y))],

(6.1)

where d(.) is a learned discriminator function, which can be parameterized by neural net­

works, EP and EN denote the expectation over positive and negative samples respectively,

and (x̄, y) and (x, ȳ) are negative samples from the product of marginals.

6.1.3 Training

Inspired by [2], we propose a back­and­forth learning scheme, which contains (1) starting

from semantic representations and going through NLG and NLU in a row, and (2) starting

from word sequences and going through NLU and NLG successively. Besides standard

MLE objectives, (6.1) is introduced as a regularizer. For simplicity, we propose a batch

learning algorithm detailed in Algorithm 2.

The core concept of the algorithm is to encourage the models to maximize the mutual

information between semantic representations and language representations during train­

ing. Different modalities of representations can be used in (6.1); for example, we utilize

semantic frame encoding as x and the distribution over words as y in our implementation.

6.2 Experiments

This work follows the commonly used slot filling and intent prediction setting [47], where

the NLU benchmarks ATIS [19] and SNIPS [20] are adopted. To fairly examine the ef­

fectiveness of the proposed method, we keep the model structure simple by using the

GRU­based models for both NLU and NLG. The model details can be found in Appendix

. For NLG, the evaluation metrics include BLEU and ROUGE­(1, 2, L) scores with multi­

ple references, while for NLU, accuracy and F1 measure are reported for intent prediction

and slot filling respectively. The benchmark datasets conducted in our experiments are
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Algorithm 2 Batch learning algorithm
1: Input: the function of NLU f , the function of NLG g, the standard MLE objectives

Lf (.) andLg(.) and the learning rate γ and the weight λ for MI regularizationLMI(.);
2: repeat
3: Sample a mini­batch B with n data pairs (x, y);

NLG→ NLU
4: Start from semantics x, transform x by NLG function f : ŷ = f(x; θx→y);
5: Compute the loss Lf (ŷ, y);
6: Random shuffle B and map the data pairs to original order to have negative sam­

ples (x̄, ŷ) and (x, ȳ) ;
7: Compute MI regularization (Equation (6.1)):

LMI = 1
n

∑
log(d(x, ŷ)) + log(1− d(x, ȳ)) + log(1− d(x̄, ŷ));

8: Transform ŷ by NLU function g: x̂ = g(ŷ; θy→x)
9: Compute the loss Lg(x̂, x);

NLU→ NLG
10: Start from word representations y, transform y by function g: x̂ = g(y; θy→x)
11: Compute the loss Lg(x̂, x);
12: Random shuffle B and map the data pairs to original order to have negative sam­

ples (x̂, ȳ) and (x̄, y) ;
13: Compute MI regularization (Equation (6.1)):

LMI = 1
n

∑
log(d(x̂, y)) + log(1− d(x̄, y)) + log(1− d(x̂, ȳ));

14: Transform x̂ by NLG function f : ŷ = f(x̂; θx→y)
15: Compute the loss Lf (ŷ, y);
16: // Update model parameters by the computed loss:
17: θx→y ← θx→y ­ γ∇θx→y(

∑
Lf (.) +

∑
Lg(.)− λ

∑
LMI(.));

18: θy→x← θy→x ­ γ∇θy→x(
∑

Lf (.) +
∑

Lg(.)− λ
∑

LMI(.));
19: until convergence

ATIS [19], SNIPS [20], and E2E NLG [21]. The NLG datasets are augmented into IOB­

format NLU data, the augmentation methods are described in Section 2.5.2 and 2.5.3. The

hyperparameters and training details are reported in Section 7.2.1.

6.2.1 Training Details

In all the experiments, we use mini­batch Adam as the optimizer with each batch of 48

examples on Nvidia Tesla V100. 10 training epochs were performed without early stop,

the hidden size of network layers is 200, and word embedding is of size 50. The ratio

of teacher forcing is set to 0.9, the weights of mutual information regularization (λ) are

different in different models and selected by grid search in (0,1] with step 0.1.
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Learning Scheme NLU NLG
Accuracy F1 BLEU R­1 R­2 R­L

ATIS
(a) Iterative Baseline 85.98 96.28 16.71 37.11 13.47 35.88
(b) Dual Supervised Learning 83.02 94.73 16.72 37.89 14.60 36.53
(c) Joint Baseline 80.61 91.26 17.26 38.10 14.69 36.73
(d) (c) + MI(semantics, word) 88.15 93.75 24.46 42.92 23.01 41.78
(e) (c) + MI(semantics, sentence) 88.50 93.85 19.28 39.55 16.88 38.19
SNIPS
(f) Iterative Baseline 97.40 96.98 14.69 35.2 13.27 34.19
(g) Dual Supervised Learning 97.39 96.35 15.90 39.85 16.39 38.69
(h) Joint Baseline 97.32 94.56 17.19 38.59 16.36 37.53
(i) (h) + MI(semantics, word) 97.02 94.25 19.30 42.20 19.66 40.83
(j) (h) + MI(semantics, sentence) 96.93 95.42 16.82 39.06 16.45 37.75
E2E NLG
(k) Iterative Baseline ­ 94.41 18.21 31.66 12.47 27.39
(l) Dual Supervised Learning ­ 94.36 24.32 45.91 19.31 39.92
(m) Joint Baseline ­ 92.69 24.47 45.41 19.22 39.10
(n) (m) + MI(semantics, word) ­ 92.69 40.53 61.00 36.14 52.60
(o) (m) + MI(semantics, sentence) ­ 92.64 28.21 49.52 23.18 41.63

Table 6.1: For NLU, accuracy and F1 measure are reported for intent prediction and slot
filling respectively. The NLG performance is reported by BLEU, ROUGE­1, ROUGE­2,
and ROUGE­L of models (%). All reported numbers are averaged over three different
runs.

6.2.2 Model Structure

To evaluate the proposedmethods on a fair basis, wemake theNNmodel structures simple.

For NLU, the model is a simple GRU [5] with a word and last output as input at each

timestep i and a linear layer at the end for predicting intent based on the final hidden state:

oi = GRU([wi, oi−1]).

The model for NLG is almost the same but with an additional encoder for encoding

semantic frames, where slot­value pairs are encoded into semantic vectors for basic at­

tention, the mean­pooled semantic vector is used as initial state. We borrow the encoder

structure in [36] in our experiments. At each timestep i, the last predicted word and the
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aggregated semantic vector from attention are used as the input:

oi = GRU([hAttn
i , oi−1] | hmean).

For the discriminator d in DIM objective (6.1), we follow [46] to use a bilinear func­

tion:

d(x, y) = xTWy, (6.2)

where W is a trainable weight matrix. Note that in our experiments, we use the mean­

pooled semantic representation hmean as x in (6.2).

6.2.3 Results and Analysis

The results are shown in Table 6.1, where there are three baselines for each dataset: (1) It­

erative Baseline: simply training NLU and NLG iteratively, (2) Dual Supervised Learning

[1], and (3) Joint Baseline: the output from one model is sent to another as in [2]. How­

ever, in our NLU setting, it is infeasible to flow the gradients though the loop for training

the models jointly. In joint baselines, the outputs of NLU are the intent and IOB­slot tags,

whose modalities are different from the NLG input, so the matching method in 2.5.3 is

performed.

We apply the proposed method to the joint model, where we encourage the models

to promote the mutual information between semantic representations and language repre­

sentations during training. Both word­level and sentence­level features are tested in our

experiments, where the sentence­level features are produced by mean­pooling over word

representations. The results show that on all benchmarks, the proposed method signif­

icantly outperforms all baselines in NLG while maintaining comparable performance in

NLU. For example, the proposed method has about 2x performance on BLEU, ROUGE­1,

ROUGE­L, and about 3x performance on ROUGE­2 with only 1.8% degeneration on the

slot F1 score (row (n)). In the joint models (e.g. rows (c)­(e)), the output from one model

would be sent to another as the input, indicating that NLU and NLG have strong impact on

each other. If a model produces low­quality prediction, it is intuitive that learning of two
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models will easily collapse. Because the NLU baselines are strong enough, the gap for

improvement is relatively small. With the connection between the models, the subtle de­

generation is reasonable. Surprisingly, with the larger space to improve, the NLU model

can have 3% improvement over the best­performing baseline (row (e)). In summary, by

applying the proposed method, the models are able to preserve mutual information during

transformation and achieve high performance in both NLU and NLG.

6.3 Summary

This chapter proposes an idea of referring conversations as transmission of semantics and

introduces the channel capacity concept from information theory for digital communica­

tion into dialogue modeling. The proposed algorithm connects NLU and NLG models

and maximizes the mutual information between semantic representations and language

representations during training.The experiments conducted on three benchmark datasets

consistently show that the proposed algorithm allows the NLU modules to achieve high

performance and the NLU modules to obtain the significant improvement in terms of di­

verse metrics, demonstrating the effectiveness of the proposed method and the potential

of practical usage.
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Chapter 7

Dual Inference

Despite the effectiveness showed by the prior work, they all focused on leveraging the

duality in the training process to obtain powerful NLU and NLG models. However, there

has been little investigation on how to leverage the dual relationship into the inference

stage. Considering the fast­growing scale of models in the current NLP area, such as

BERT [48] and GPT­3 [49], retraining the whole models may be difficult. Due to the

constraint, this paper introduces a dual inference framework, which takes the advantage

of existing models from two dual tasks without re­training [33], to perform inference for

each individual task regarding the duality between NLU and NLG. The contributions can

be summarized as 3­fold:

• The work is the first work that proposes a dual inference framework for NLU and

NLG to utilize their duality without model re­training.

• The presented framework is flexible for diverse trained models, showing the poten­

tial of practical applications and broader usage.

• The experiments on diverse benchmark datasets consistently validate the effective­

ness of the proposed method.
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7.1 Proposed Framework

With the semantics spaceX and the natural language spaceY , givenn data pairs {(xi, yi)}ni=1

sampled from the joint space X × Y , the goal of NLG is to generate corresponding utter­

ances based on given semantics. In other words, the task is to learn a mapping function

f(x; θx→y) to transform semantic representations into natural language.

In contrast, the goal of NLU is to capture the core meaning from utterances, finding a

function g(y; θy→x) to predict semantic representations given natural language utterances.

Note that in this paper, the NLU task has two parts: (1) intent prediction and (2) slot filling.

Hence, x is defined as a sequence of words (x = {xi}), while semantics y can be divided

into an intent yI and a sequence of slot tags yS = {ySi }, (y = (yI , yS)). Considering that

this paper focuses on the inference stage, diverse strategies can be applied to train these

modules. Here we conduct a typical strategy based on maximum likelihood estimation

(MLE) of the parameterized conditional distribution by the trainable parameters θx→y and

θy→x.

7.1.1 Dual Inference

After obtaining the parameters θx→y and θy→x in the training stage, a normal inference

process works as follows:

f(x) = argmax {logP (y′ | x; θx→y)} ,

g(y) = argmax {logP (x′ | y; θy→x)} ,

whereP (.) represents the probability distribution, and x′ and y′ stand for model prediction.

We can leverage the duality between f(x) and g(y) into the inference processes [33]. By

taking NLG as an example, the core concept of dual inference is to dissemble the normal

inference function into two parts: (1) inference based on the forward model θx→y and (2)

inference based on the backward model θy→x. The inference process can now be rewritten
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into the following:

f(x) ≡ argmax{α logP (y′ | x; θx→y)+ (7.1)

(1− α) logP (y′ | x; θy→x)},

where α is the adjustable weight for balancing two inference components.

Based on Bayes theorem, the second term in (7.1) can be expended as follows:

logP (y′ | x; θy→x) = log(
P (x | y′; θy→x)P (y′; θy)

P (x; θx)
),

= logP (x | y′; θy→x) + logP (y′; θy)− logP (x; θx),

where θx and θy are parameters for the marginal distribution of x and y. Finally, the

inference process considers not only the forward pass but also the backward model of the

dual task. Formally, the dual inference process of NLU and NLG can be written as:

f(x) ≡ argmax
y′∈Y

{α logP (y′ | x; θx→y) + (1− α)(logP (x | y′; θy→x)

+ β logP (y′; θy)− β logP (x; θx))},

g(y) ≡ argmax
x′∈X

{α logP (x′ | y; θy→x) + (1− α)(logP (y | x′; θx→y)

+ β logP (x′; θx)− β logP (y; θy))},

where we introduce an additional weight β to adjust the influence of marginals. The idea

behind this inference method is intuitive: the prediction from a model is reliable when the

original input can be reconstructed based on it. Note that this framework is flexible for

any trained models (θx→y and θy→x), and leveraging the duality does not need any model

re­training but inference.

7.1.2 Marginal Distribution Estimation

As derived in the previous section, marginal distributions of semantics P (x) and language

P (y) are required in our dual inference method. We follow the prior work for estimating
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marginals [1].

Language Model We train an RNN­based language model [37, 38] to estimate the

distribution of natural language sentences P (y) by the cross entropy objective.

Masked Prediction of Semantic Labels A semantic frames x contains an intent la­

bel and some slot­value pairs; for example, {Intent: “atis_flight”, fromloc.city_name:

“kansas city”, toloc.city_name: “los angeles”, depart_date.month_name: “april ninth”}.

A semantic frame is a parallel set of discrete labels which is not suitable to model by

auto­regressiveness like language modeling. Prior work [1, 2] simplified the NLU task

and treated semantics as a finite number of labels, and they utilized masked autoencoders

(MADE) [39] to estimate the joint distribution. However, the slot values can be arbitrary

word sequences in the regular NLU setting, so MADE is no longer applicable for bench­

mark NLU datasets.

Considering the issue about scalability and the parallel nature, we use non­autoregressive

masked models [48] to predict the semantic labels instead ofMADE. The masked model is

a two­layer Transformer [7] illustrated in Figure 7.1. We first encode the slot­value pairs

using a bidirectional LSTM, where an intent or each slot­value pair has a corresponding

encoded feature vector. Subsequently, in each iteration, we mask out some encoded fea­

tures from the input and use the masked slots or intent as the targets. When estimating

the density of a given semantic frame, we mask out a random input semantic feature three

times and use the cumulative product of probability as the marginal distribution to predict

the masked slot.

7.2 Experiments

To evaluate the proposed methods on a fair basis, we take two simple GRU­based models

for both NLU and NLG, and the details can be found in Section 7.2.3. For NLU, accu­

racy and F1 measure are reported for intent prediction and slot filling respectively, while

for NLG, the evaluation metrics include BLEU and ROUGE­(1, 2, L) scores with mul­
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Figure 7.1: The proposed model for estimating the density of a given semantic frame.

tiple references. The hyperparameters and other training settings are reported in Section

7.2.1. The benchmark datasets conducted in our experiments are ATIS [19], SNIPS [20],

and E2E NLG [21]. The NLG datasets are augmented into IOB­format NLU data, the

augmentation methods are described in Section 2.5.2 and 2.5.3.

7.2.1 Training Details

In all experiments, we use mini­batch Adam as the optimizer with each batch of 48 ex­

amples on Nvidia Tesla V100. 10 training epochs were performed without early stop,

the hidden size of network layers is 200, and word embedding is of size 50. The ratio of

teacher forcing is set to 0.9.

7.2.2 Inference Details

During inference, we use beam search with beam size equal to 20. When applying dual

inference, we use beam search to decode 20 possible hypotheses with the primal model

(e.g. NLG). Then, we take the dual model (e.g. NLU) and the marginal models to compute

the probabilities of these hypotheses in the opposite direction. Finally, we re­rank the
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hypotheses using the probabilities in both directions (e.g. NLG and NLU) and select the

top­1 ranked hypothesis.

To make the NLU model be able to decode different hypotheses, we need to use the

auto­regressive architecture for slot filling, as described in Section 7.2.3.

7.2.3 Model Structure

For NLU, the model is a simple GRU [5] with a word and last output as input at each

timestep i and a linear layer at the end for intent prediction based on the final hidden state:

oi = GRU([wi, oi−1]).

The model for NLG is almost the same but with an additional encoder for encoding

semantic frames, where slot­value pairs are encoded into semantic vectors for basic at­

tention, the mean­pooled semantic vector is used as initial state. We borrow the encoder

structure in [36] for our experiments. At each timestep i, the last predicted word and the

aggregated semantic vector from attention are used as the input:

oi = GRU([hAttn
i , oi−1] | hmean).

7.2.4 Results and Analysis

Three baselines are performed for each dataset: (1) Iterative Baseline: simply training

NLU and NLG iteratively, (2) Dual Supervised Learning (Chapter 4) [1], and (3) Joint

Baseline: the output from one model is sent to another as in (Chapter 5) [2]1. In joint

baselines, the outputs of NLU are intent and IOB­slot tags, whose modalities are different

from the NLG input, so a simple matching method is performed (see Section 2.5.2 and

2.5.3).

For each trained baseline, the proposed dual inference technique is applied. The infer­

ence details are reported in Section 8.3.3. We try two different approaches of searching
1In our NLU setting, it is infeasible to flow the gradients though the loop for training the models jointly.
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Learning Scheme NLU NLG
Accuracy F1 BLEU R­1 R­2 R­L

ATIS
Iterative Baseline 84.10 94.26 16.08 35.10 11.94 33.73
+ DualInf(α=0.5, β=0.5) 85.07 93.84 17.38 36.40 13.33 35.09
+ DualInf(α∗, β∗) 85.57 94.63 16.06 35.19 11.93 33.75
Dual Supervised Learning 82.98 94.85 16.98 38.83 15.56 37.50
+ DualInf(α=0.5, β=0.5) 83.68 94.89 20.69 40.62 17.72 39.31
+ DualInf(α∗, β∗) 84.26 95.32 17.05 38.82 15.57 37.42
Joint Baseline 81.44 90.37 21.00 39.70 18.91 38.48
+ DualInf(α=0.5, β=0.5) 81.21 88.42 22.60 41.19 20.24 39.88
+ DualInf(α∗, β∗) 85.88 90.66 20.67 39.41 18.68 38.16

Table 7.1: The model performance for the ATIS dataset. For NLU, accuracy and F1 mea­
sure are reported for intent prediction and slot filling respectively. The NLG performance
is reported by BLEU, ROUGE­1, ROUGE­2, and ROUGE­L of models (%). All reported
numbers are averaged over three different runs.

Learning Scheme NLU NLG
Accuracy F1 BLEU R­1 R­2 R­L

SNIPS
Iterative Baseline 96.58 96.67 15.49 34.32 13.75 33.26
+ DualInf(α=0.5, β=0.5) 97.07 96.70 16.90 35.43 15.18 34.41
+ DualInf(α∗, β∗) 96.88 96.76 15.46 34.21 13.78 33.14
Dual Supervised Learning 96.83 96.71 15.96 36.69 15.39 35.73
+ DualInf(α=0.5, β=0.5) 96.88 96.80 18.07 37.63 16.75 36.67
+ DualInf(α∗, β∗) 95.34 96.68 16.08 36.97 15.62 36.04
Joint Baseline 97.18 94.57 17.15 36.32 15.68 35.36
+ DualInf(α=0.5, β=0.5) 97.27 95.59 18.56 37.87 17.25 36.90
+ DualInf(α∗, β∗) 95.54 96.06 18.26 38.16 17.70 37.40

Table 7.2: The model performance for the SNIPS dataset. For NLU, accuracy and F1 mea­
sure are reported for intent prediction and slot filling respectively. The NLG performance
is reported by BLEU, ROUGE­1, ROUGE­2, and ROUGE­L of models (%). All reported
numbers are averaged over three different runs.

inference parameters (α and β):

• DualInf(α=0.5, β=0.5): simply uses α=0.5 and β=0.5 to balance the effect of back­

ward inference and the influence of the marginal distributions.

• DualInf(α∗, β∗): uses the best parameters α=α∗ and β=β∗ searched by using vali­

dation set for intent prediction, slot filling, language generation individually. The

parameters α and β ranged from 0.0 to 1.0, with a step of 0.1; hence for each task,
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Learning Scheme NLU NLG
Accuracy F1 BLEU R­1 R­2 R­L

E2E NLG
Iterative Baseline ­ 94.25 24.98 44.60 19.40 37.99
+ DualInf(α=0.5, β=0.5) ­ 94.29 25.34 44.82 19.73 38.23
+ DualInf(α∗, β∗) ­ 94.55 25.35 44.87 19.74 38.30
Dual Supervised Learning ­ 94.49 24.73 45.74 19.60 39.91
+ DualInf(α=0.5, β=0.5) ­ 94.53 25.40 46.25 20.18 40.42
+ DualInf(α∗, β∗) ­ 94.47 24.67 45.71 19.56 39.88
Joint Baseline ­ 93.51 25.19 44.80 19.59 38.20
+ DualInf(α=0.5, β=0.5) ­ 93.43 25.57 45.11 19.90 38.56
+ DualInf(α∗, β∗) ­ 93.88 25.54 45.17 19.89 38.61

Table 7.3: The model performance for the E2E NLG dataset. For NLU, accuracy and F1
measure are reported for intent prediction and slot filling respectively. The NLG perfor­
mance is reported by BLEU, ROUGE­1, ROUGE­2, and ROUGE­L of models (%). All
reported numbers are averaged over three different runs.

there are 121 pairs of (α, β).

The results are shown in Table 7.1, 7.2, and 7.3. For ATIS, all NLU models achieve

the best performance by selecting the parameters for intent prediction and slot filling in­

dividually. For NLG, the models with (α=0.5, β=0.5) outperform the baselines and the

ones with (α∗, β∗), probably because of the discrepancy between the validation set and

the test set. In the results of SNIPS, for the models mainly trained by standard super­

vised learning (iterative baseline and dual supervised learning), the proposed method with

(α=0.5, β=0.5) outperform the others in both NLU and NLG. However, the model trained

with the connection between NLU and NLG behaves different, which performs best on

slot F­1 and ROUGE with (α∗, β∗) and performs best on intent accuracy and ROUGE

with (α=0.5, β=0.5). For E2E NLG, the results show a similar trend as ATIS, better NLU

results with (α∗, β∗) in NLU and better NLG performance with (α=0.5, β=0.5).

In summary, the proposed dual inference technique can consistently improve the per­

formance of NLU and NLG models trained by different learning algorithms, showing

its generalization to multiple datasets/domains and flexibility of diverse training base­

lines. Furthermore, for themodels learned by standard supervised learning, simply picking

the inference parameters (α=0.5, β=0.5) would possibly provide improvement on perfor­

mance.
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7.3 Summary

This work introduces a dual inference framework for NLU and NLG, enabling us to lever­

age the duality between the tasks without re­training the large­scale models. The bench­

mark experiments demonstrate the effectiveness of the proposed dual inference approach

for both NLU andNLG trained by different learning algorithms evenwithout sophisticated

parameter search on different datasets, showing the great potential of future usage.
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Chapter 8

Dual Finetuning

Recent progress in training large­scale language models (e.g., GPT, GPT­2) [50, 51] has

inspired a newwave of approaches formany natural language processing tasks. Finetuning

pre­trained language models and transferring the learned knowledge to target tasks have

become basics in NLP research. In this chapter, we study how to finetune the pretrained

language models for the two dual tasks.

8.1 Pretrained Language Models

Recently in NLP research, pretrained models have become popular for various tasks.

ELMo [52] is a large­scale pre­trained bi­LSTM sentence representation learning frame­

work, open­sourced by AllenNLP [53]. Masked language modeling and next sentence

prediction are the well­known pretraining objectives, these models including BERT [54]

and RoBERTa [55], are suitable of finetuning for classification problems. These models

are often based on bidirectional Transformer encoders. On the other hand, GPT [50], GPT­

2 [51], and XLNet [56] take auto­regressive language modeling as one of the pretraining

objectives. The auto­regressive language modeling objective makes the models suitable

of generating sequences of tokens. Besides singleton models, sequence­to­sequence mod­

els including BART [57] and T5 [58] combine the advantages from both bidirectional and

auto­regressive Transformers, which makes them applicable to a very wide range of end

tasks.
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Figure 8.1: Source: ?iiTb,ffD�H�KK�`X;Bi?m#XBQfBHHmbi`�i2/@;Tikf

8.2 Generative Pretrained Transformer 2 (GPT­2)

In the proposed method, we propose to use GPT­2 as the backbone [51] regarding its

auto­regressiveness. GPT­2 is the successor to GPT [50], which also uses the layered

Transformer decoder structure [7], which is illustrated in Chapter 2. In contrast to GPT,

GPT­2 uses 50,257 Byte­Pair Encoding (BPE) tokens and places the Layer Norm before

the Masked Multi­Head component, an additional Layer Norm is added after the final

block. The maximum sequence length is increased from 512 to 1024; the mini­batch

size during pretraining is increased from 64 to 512. Four pretrained GPT­2 models with

different numbers of decoder blocks are available (small, medium, large, extra­large), as

illustrated in Figure 8.1. The largest one has 48 blocks with model dimension of 1600,

resulting in a total number of 1.5 billion model parameters. The pretraining datasets for

GPT­2 is also different to that for GPT. The authors further created a new web scrape

which emphasizes document quality, they only scraped web pages which have been cu­

rated/filtered by humans. The resulting dataset, WebText, has over 8 million documents

for a total of 40 GB of text.
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8.3 Objective Design

In this work, we aim to solve the two dual tasks in a single model, in this case, the in­

put space and the output space need to completely cover both the language space and

the semantic space. Though BERT and other bidirectional models are good at classifica­

tion tasks (NLU), they cannot generate sequences auto­regressively (NLG). Therefore we

instead model both tasks as text generation, where we parse intent labels (sequence classi­

fication) and slot labels (token classification) into a semantic sequence as target. At first,

we directly concatenate the intent label and the IOB­scheme tags, for example:

[ atis_flight O O B­fromloc.city_name O B­toloc.city_name I­toloc.city_name ],

where ”atis_flight” is the intent label and the other tokens are slot labels. This method is

straight­forward and there is no need for further post­processing, take NLU for example,

we definitely know the number of input word tokens hence we can take the same number of

decoded slot tags. However, the input slot tags does not have slot­value information, which

means it is impossible to reconstruct the original utterance. Another issue comes from

tokenization, since we choose pretrained GPT­2 models as the backbone models, in order

to leverage the learned knowledge inside the models, we need to follow the tokenization

methods and input space. GPT­2 models are pretrained on free­text dataset, the slot tags

like ”B­fromloc.city_name” would be parsed into many subword tokens, which would

accordingly make the input and target sequences lengthy and hard to optimize. Therefore

we extract the slot­value pairs and drop the I­ and B­ prefixes to form a semantic frame:

[ atis_flight; fromloc.city_name: charlotte; toloc.city_name: las vegas; ],

where ”;” and ”:” are used to separate the labels.

59



doi:10.6342/NTU202103598

Figure 8.2: The objective design of De­Training, which the model is finetuned for a task
at one time. <NLU>, <NLG>, and <EOS> are the special tokens.

Figure 8.3: The objective design of Co­Training, which the model is finetuned for both
tasks at one time. <NLU>, <NLG>, and <EOS> are the special tokens.

8.3.1 De­Training

We first propose De­Training objective, which we construct the input sequence by con­

catenate the utterance and the semantic sequence with special tokens <NLG> before the

utterance and <NLU> before the semantic sequence, respectively. The input sequence is

also attached with a special token <EOS> at the end to indicate the end­of­sentence, as

illustrated in Figure 8.2. The training scheme is standard causal language modeling, in

this way, the model would learn to perform NLU when seeing <NLU> based on the given

sentence, and vice versa.

8.3.2 Co­Training

We also propose another objective, called Co­Training. The idea of Co­Training is to train

the two dual tasks at one time, hence we could directly learn language modeling of whole
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Figure 8.4: The illustration of inference of NLU, the input sentence is attached with a
<NLU> token to enforce the model to generate semantic tokens according to the given
context.

input sequences (Figure 8.3) to realize the idea.

8.3.3 Inference

After finetuning, the models are expected to recognize the input context and the special

tokens and accordingly perform the target tasks. For example, we could attach the special

token <NLU> at the end of the sentence to construct the input query. The input query is

then fed into themodel and themodel accordingly generate the sequence auto­regressively,

as illustrated in Figure 8.4 .

8.4 Experiments

The benchmark datasets conducted in our experiments are ATIS [19], and SNIPS [20].

For NLU, accuracy and F1measure are reported for intent prediction and slot filling respec­

tively. The NLG performance is reported by BLEU, ROUGE­1, ROUGE­2, and ROUGE­

L of models (%). The implementation is based onHuggingFace Transformers1 library and

PyTorch. 100 training epochs were performed on NVidia Tesla V100 GPUs.

The experimental results are shown in Table 8.1, from the table we can see that for

ATIS dataset, the proposed dual finetuning (Row (d)) outperforms all the previously­proposed
1?iiTb,ff?m;;BM;7�+2X+Qfi`�Mb7Q`K2`bf
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Learning Scheme NLU NLG
Accuracy F1 BLEU R­1 R­2 R­L

ATIS
(a) Dual Supervised Learning 83.02 94.73 16.72 37.89 14.60 36.53
(b) Joint Model 80.61 91.26 17.26 38.10 14.69 36.73
(c) (b) + MI(semantics, word) 88.15 93.75 24.46 42.92 23.01 41.78
(d) Dual Finetuning 96.88 97.54 41.35 69.65 51.87 68.56
SNIPS
(e) Dual Supervised Learning 97.39 96.35 15.90 39.85 16.39 38.69
(f) Joint Model 97.32 94.56 17.19 38.59 16.36 37.53
(g) (h) + MI(semantics, word) 97.02 94.25 19.30 42.20 19.66 40.83
(h) Dual Finetuning 97.37 90.08 31.37 67.76 47.42 66.72

Table 8.1: The backbones of dual finetuning (Row (d) and (h)) are GPT­2 (Large) and
de­training. For NLU, accuracy and F1 measure are reported for intent prediction and slot
filling respectively. The NLG performance is reported by BLEU, ROUGE­1, ROUGE­2,
and ROUGE­L of models (%).

methods on all the metrics of NLU and NLG. Especially for NLG, dual finetuning could

achieve 69% and 63% improvement on BLEU score and ROUGE­1 score respectively,

and over 100% improvement on ROUGE­2 score. The superior performance of NLG is

reasonable, because the GPT­2 models are good at text generation. For SNIPS dataset, the

proposed methods can achieve comparable performance of NLU and likewise over 60%

improvement on BLEU score and ROUGE­1 score. The experimental results not only

prove that the proposed methods are effective, but also show the potential of solving two

dual tasks in a single model.

When we were designing the training objectives, we presume that Co­Training would

outperform De­Training since it learn two tasks at one time, which may have better data

efficiency. However, as shown in Table 8.2 and Figure 8.5, Co­Training only works better

with smaller models (small and medium sizes). However, Large­size models with De­

Training are the best­performing ones and comparable to previous methods. We presume

the reason is that learning toward two dual tasks at one time would confuse the models and

make the optimization out of focus. When utilizing small models, better data efficiency

does help, but larger models come with more difficulty of optimization.
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Learning Scheme NLU NLG
Accuracy F1 BLEU R­1 R­2 R­L

ATIS (Dual Finetuning)
(a) GPT­2 Small 19.44 28.59 8.32 14.85 10.51 14.70
(b) + Co­Training 42.13 71.54 8.83 15.93 9.44 15.39
(c) GPT­2 Medium 25.23 36.54 20.14 33.45 24.01 33.01
(d) + Co­Training 35.30 62.18 23.64 39.35 25.38 37.90
(e) GPT­2 Large 96.88 97.54 41.35 69.65 51.87 68.56
(f) + Co­Training 68.63 81.21 39.15 63.14 45.26 62.19
SNIPS (Dual Finetuning)
(g) GPT­2 Small 17.56 28.09 10.64 21.89 16.69 21.64
(h) + Co­Training 17.11 29.53 13.38 31.30 18.82 30.40
(i) GPT­2 Medium 33.68 46.96 28.79 64.90 48.21 64.35
(j) + Co­Training 46.03 70.96 13.42 30.83 19.83 29.88
(k) GPT­2 Large 97.37 90.08 31.37 67.76 47.42 66.72
(l) + Co­Training 49.70 66.02 21.28 44.83 29.13 43.98

Table 8.2: The comparison of overall performance of finetuning GPT­2 of different sizes.
The default training scheme is de­training, so the rows like Row (a) is the performance of
de­training while Row (b) is the performance of co­training.

8.5 Summary

In this work, we study how to finetune the pretrained language models for the two dual

tasks. We propose to employ GPT­2 models as the backbone and model both NLU and

NLG as text generation. The experiments on the benchmark datasets demonstrate that

the proposed methods are effective especially for NLG, motivating the potential research

directions in this area.
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Figure 8.5: The comparison of overall performance of finetuning GPT­2 of different sizes,
emphde­training is to train a task at one time and co­training is to train both tasks at one
time. The results show that Co­Training only works better with smaller models.
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Chapter 9

Conclusion and Future Work

9.1 Challenges

One of the main challenges of this research direction lies in data, in our experiments, we

augment certain NLU datasets into NLG datasets, and vice versa. However, not every

NLU/NLG dataset is suitable to be augmented into its dual task. Broadly speaking, the

general idea of natural language understanding is to capture the core concept of given

utterances, as our definition in Chapter 2. NLU is a huge family of tasks, which makes

it have different configurations of semantic labels from task to task. For example, nat­

ural language inference (NLI) is the task of determining whether a ”hypothesis” is true

(entailment), false (contradiction), or undetermined (neutral) given a ”premise”. NLI is

a single­label classification NLU task, which has three different semantic label, it is intu­

itive that such data could not be used as NLG data. Another example is Part­of­Speech

(POS) tagging, which is the task of marking up a word in a text corpus as corresponding

to a particular part of speech, based on both its definition and its context. POS tagging

is a sequence tagging task, for example, a verb token in the base form ”play” will be an­

notated as ”VB”. Since there are countless verb­base tokens, it is impossible to predict

”play” given a ”VB”. Basically, the semantic annotation should have high fidelity and

rich semantic information, which enables reverse restoration (NLG).

As described above, NLU is a huge family of tasks, given an utterance, how human

annotate the semantic labels makes huge difference. Such task nature makes the dual rela­
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tionship between NLU and NLG different from other dual task pair like ASR v.s. TTS or

NMT v.s. NMT. Moreover, since NLU always requires human annotations, technically it

is infeasible to perform ”fully” unsupervised learning. In our work (Chapter 5), we failed

learning two models by the training cycles with only one part of the data, like only text

or only semantics. Even if we succeeded, we were still using human­annotated semantic

labels, making it semi­supervised learning. Unlike other dual task pairs, the dual relation­

ship is asymmetrical not only because NLU is a strong many­to­one problem and NLG is

an one­to­many problem, but also because of the data modality. In NMT v.s. NMT, the

data x and y are both text tokens, while in terms of NLU v.s. NLG, semantics do not have

sequential nature, making it hard to design neural models in dual form.

9.2 Conclusion

This main goal of this dissertation is to investigate the structural duality between NLU

and NLG. In this thesis, we present four consecutive studies, each focuses on different

aspects of learning and data settings. First, we exploits the duality between NLU and

NLG and introduces it into the learning objective as the regularization term. Moreover,

expert knowledge is incorporated to design suitable approaches for estimating data distri­

bution. Second, we further propose a joint learning framework, which provides flexibility

of incorporating not only supervised but also unsupervised learning algorithms and en­

ables the gradient to propagate through two modules seamlessly. Third, we study how to

enhance the joint framework by mutual information maximization. Fourth, since above

works exploit the duality in the training stage, hence we make a step forward to leverage

the duality in the inference stage. Lastly, we finetune the pretrained language models on

the two dual tasks and achieve the goal of solving two dual tasks in a single model. Each

work presents a new model and learning framework exploiting the duality in different

manners. Together, this dissertation explores a new research direction of exploiting the

duality between language understanding and generation.
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9.3 Future Work

9.3.1 Advanced Learning Algorithms

Though the proposed framework (Chapter 5) provides possibility of training two models

in a fully unsupervised manner, it was found unstable and hard to optimize from our ex­

periments. Therefore, better dual learning algorithms and leveraging pretrained models

and other learning techniques, such as adversarial learning, are worthy to explore for im­

proving the proposed framework. [59] proposed a model coupling NLU and NLG with a

latent variable representing the shared intent between natural language and formal repre­

sentations.

9.3.2 Connection to Pragmatics

Recently, [35] improved models for conditional text generation using techniques from

computational pragmatics. The techniques formulated language production as a game be­

tween speakers and listeners, where a speaker should generate text which a listener can use

to correctly identify the original input the text describes. The proposed idea in [35] is ac­

tually analogous to the proposed dual learning algorithms [1, 2], however we develop the

idea from the perspective of learning while they tackle the problem by pragmatic knowl­

edge. A branch of computational pragmatics is to study the interaction between speakers

and listeners.
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